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EXECUTIVE SUIMARY

In this technical note we report on the study that was conducted in
answering the following questions:

* How many Conference Directors should there be in CONUS AUTOVON and where

should they be located?

* What is the required port sizing to meet the conference traffic

requirements?

* What is the impact of accommodating the conferencing traffic require-
ments on CONUS AUTOVON?

The analytic and computer methods used to answer these questions are discussed

in the Technical Note. One general conclusion of our study is that the number
and location of the Conference Directors is highly dependent on the traffic
requirements. Another result is that the optimal number of Conference
Directors for the traffic requirements used in our study is somewhere between
2 and 4 Conference Directors.
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I. INTRODUCTION

In references [I] and [21 the Defense Communications Engineering Center
(DCEC) was directed to study the effects on today's CONUS AUTOVON network
brought about by overlaying a common user Secure Voice Conferencing capability

-4 (SVIP), which makes use of Conference Director (CD) processor controlled

equipments placed at present AUTOVON switching sites. DCEC was dir'cted to
look at many issues of this problem, but four basic questions were posed to
Branch R720 of the Systems Engineering Division. These questions are:

I. How many Conference Directors should there be in CONUS AUTOVON?

2. Where should they be located?

3. What is the port sizing required to meet the conference traffic
requirements?

4. What is the impact of accommodating the conferencing traffic
requirements on CONUS AUTOVON?

In this technical note we discuss the methods used and study results obtained
in answering these questions.

In order to address these questions from an analytic and quantifiable
approach several sets of data had to be obtained. The major one is a
specification of the conferencing traffic requirements to be used in the
study. By this we mean the point-to-point offered conference erlang loads,
and the structural makeup of a particular conference. For each conference,
one has to know the number and the locations of all conferees associated with
the particular conference. Without such information no quantifiable study can
be made. Furthermore, these conferencing traffic requirements are the biggest
driver in the placement of a CD within CONUS. That is, one is not going to
place a CD on the west coast of the United States if all the traffic

requirements for a conference are on the east coast.

We were unable to find any such set of traffic requirements that was based
on actual measured traffic, such as contained in the Traffic Data Collection
System (TDCS) of AUTOVON. Therefore, we were forced to generate our own
conference traffic. The method that was used to generate this traffic is
presented in Appendix A. It was coordinated within DCEC for comments and was
agreeable to all interested parties.

Another major piece of work that had to be accomplished dealt with
answering question 3., CD port sizing. The normal method of sizing ports or
trunks is to determine the offered load trying to use the ports, select the
appropriate queueing model and interactively increase the number of ports
until the desired measure of performance is met. The problem which arises in
the context of conference directors is that no such queueing model exists. A
conference call is similar to a two party call except that, rather than
requiring one port, it can require two or more ports depending on the nature

:11 - '-



of the particular conference. Thus, the standard Erlang Loss System [31
equations cannot be used. However, we have developed a queueing model (see
Appendix B) that predicts the performance of conferences requesting use of the
ports on the CD's.

These two problems posed the major developmental efforts in the study.
The remaining portion of the study was accomplished by a simple straight-
forward application of several of the Network Design and Analysis tools
developed by R720 for other efforts within DCEC. Section II of this technic'al
note discusses procedures and methodologies used in this study. The study
results are given in section III along with the graphs and tables that were
used to generate these results. Finally, section IV contains significant
findings and conclusions.
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II. STUDY PROCEDURES AND METHODOLOGY

The basic flow of the study is shown in Figure 1. From a given set of
possible Conference Director (CD) locations and for a particular number of
CD's (say k), the optimal k CD locations were found. The conference traffic
subscribers were then homed and their traffic distributed within CONUS via the
appropriate routing. For each CD, the traffic trying to use the ports was
then collected and used to size the ports for the desired grade of service.
Finally, the effect in terms of additional trunking cost to support the
conference traffic in CONUS AUTOVON was computed. The value of k was
increased and the procedure was continued. In the study, we varied k from 2
to 20 in increments of 2. This section describes what was basically done in
each of these steps and the assumptions that were made.

Before any study of network behavior can begin, a detailed set of
conferencing traffic requirements (point to point offered traffic) for the
SVIP user community must be known. This set of requirements must be
sufficiently detailed to indicate the geographic point to point (or in the
case of conferencing, point to points) flows of conference voice traffic
during a typical busy hour. The major assumptions used in generating these

requirements were:

* The SVIP CONUS user community is located at sites already having access
to the AUTOVON network and this existing access will be used in
establishing the conferencing.

* The AUTOVON network in conjunction with processor controlled conference
directors placed at switching sites will be responsible for the
establishment of the connectivity required by a given conference.

& The set of conference requirements, indicating locations of originators
and conferees for each conference, is an accurate representation of the
steady state, day to day peacetime oriented demand for SVIP
conferencing in CONUS during a typical busy hour.

No such set of detailed requirements exist which satisfies the above
assumptions. In CONUS AUTOVON today, conferencing is conducted in a number of
distinct ways. One example is that of a specilized command, such as NORAD,
which implements conferencing specifically tailored to its own unique type of
mission. Many of the conferences are prearranged and established, conditioned

on the occurrence of an event rather than on a purely random basis. Another
example is the 4-wire subscriber who is able to initiate random and
prearranged conferences via two AUTOVON special assist operators at the
Monrovia and San Luis Obispo switching centers, where traffic statistics of
these conferences are generally not taken on a regular basis. A third example
is that of a conference initiated by an authorized user who calls to a PBX and
has a special attendant operator establish a conference by sequentially
dialing in the conferees and manually connecting them to a bridge. In all of

these examples, no complete and consistent set of requirements sufficient to
perform network analyses exists.
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Figure 1. Basic Study Structure
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In order to examine network behavior during predicted common user SVIP
conferencing in the CONUS, conferencing traffic was computer generated, using
simulation techniques based on an existing data base of SVIP CONUS locations
and the number of busy hour originating two party SVIP calls emanating from
these locations. For a detailed discussion of the procedures used, see
Appendix A. This procedure utilized the following major assumptions:

9 The number of individual common user busy hour SVIP CONUS conferences
originating from each of the 251 SVIP user locations in the above data
base is proportional to the amount of two party SVIP traffic emanating
from these locations.

* For each such conference, the number of conferees in the conference
follows a preset distribution.

* The location of each user conferee was randomly chosen from locations
in the data base, but with a probability proportional to the amount of

SVIP two party erlang traffic; i.e., the locations generating higher
amounts of two party SVIP traffic are more likely to be picked as
conferee locations.

Two sets of traffic requirements were generated, a low traffic case of 48
conferences per busy hour and a high of 210. A set of 48 conferences, chosen
as above, was generated using Monte Carlo sampling via a random number
generator. So as not to bias the resulting analysis with a particular random
number seed, two additional sets of conference requirements each with 48
conferences were also generated, using the same rules as above; all three sets
of conference requirements were individually overlaid on the CONUS AUTOVON and
subjected to the analyses which follow. Each set has the same number of
originating conferences at the same locations, but the number and locations of
the conferees of each conference varies according to the different samples
from the underlying distributions used. In this manner, the sensitivity of
the major results to the random sampling process can be examined. The
baseline set of 48 conferences per busy hour was generated using a procedure
which assumed that of the first 36 SVIP locations which generate the greatest
amounts of SVIP two-party voice communications, the highest third of those
would originate two busy hour conferences and the other two-thirds would

generate one busy hour conference. The remaining 215 SVIP locations were
assumed to originate no busy hour conferences. The assumed distribution of
number of conferees in a given conference is shown in Figure 2. The
theoretical mean of this distribution is 5.65 conferees per conference, and
the mode of the distribution occurs at 4 to 5 conferees per conference. The
actual number of conferees over the 48 conferences was 253, 297 and 282 for
the three independent generations, which represents a sample average of 277.3

overall or about 5.78 per conference. These numbers are in close agreement

with the theoretical expected value. For the 210 conferences per busy hour,
the destination distribution of the conferees was the same as the 48
conference case.

In order to get a perspective on the comparative amounts of traffic
involved, the following is illustrative of the quantities of interest. The
total two-party originating erlang load offered to the network by the 251
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SVIP subscriber locations was approximately 545 busy hour erlangs. In
comparison, the clear voice network offered load to the CONUS AUTOVON network
is presently running 5157 erlangs, which represents a traffic load averaged
over the two busy hours of the day (one in the morning, one in the afternoon)
for the normally busy month of January 1980.

Throughout this study, an average holding time of 10 minutes was assumed
for a typical conference. The amount of originating conference erlangs for
the 48 conferences would then be 8 (=48xi0/0) erlangs, but this figuri only
represents the originations and does not take into account the number of
conferees and their locationsin the conference. Since we have 5.65 average
conferees (not including originator) in a conference, a rough estimate of the
offered load to the network is 8x5.65=45.2 erlangs (about 8.5% of the SVIP two
party load). For the 210 case, we have 185.9 erlangs offered to the network,
or 37.2% of the SVIP two party load. These figures roughly correspond to what
would be expected had each originator placed independent calls to each of his
conferees. In actuality, these calls are not placed independently but routed
in the network via a minimum spanning tree between involved CD's. This
routing is in turn dependent on both the specific network CD configuration
under consideration and the source-destination characteristics of the
particular conference. All of these factors will be considered in the
following analyses, and actual switch-to-switch offered erlangs resulting from
the actual flow of conferences in today's AUTOVON will be discussed. The
study was conducted using the traffic matrix which resulted from the 48
conferences/busy hour and also from the 210 conferences/busy hour.

The first step in a particular run of the study was to fix the number of
CD's, say k (the values of k that were considered were k=2,4,...,20); the next
step was to determine the optimal location of k CD's from the candidate list
of possible CD locations. We assumed that the list of possible CD locations
considered the current CONUS AUTOVON switching sites. Furthermore, we assumed
that if a CD was placed at one of these sites it was collocated with the site
and would function as just another PBX subscriber to that switch, in terms of
obtaining access through the network, either to another CD, or to a conferee
in the conference. Access from the CD to its collocated switch is through

ports connecting them. The number of such ports will be determined by the
actual routing of the conference requirements and subsequent sizing analysis.
This study considers CD equipments as common user in nature, and available to
and from the AUTOVON network through the collocated switch. It does not
consider private access from user locations, although this could be
implemented as requirements warrant. ,Figure 3 illustrates the assumed
architecture for this study. The user access lines to AUTOVON switches and
the interswitch trunks are those in existence today (May 1980). A SVIP
conference originator (user) would access first the switch to which he is
homed and then, if no CD were present would be automatically routed to the
closest switch which has a CD. The routing of conferences thereafter is
discussed in detail later.

Switching locations and not subscriber's locations are chosen in this
study as candidate sites for CD placement for a number of reasons. Primarily,
the switching locations have already been selected to provide relatively short
distance access to the greater number of subscribers. Further, the CD is

7
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considered as a common user equipment eligible for use, for example, by
conference originators and conferees at diverse locations, and by other CD's
in the routing of a conference. To place a common user CD at a subscriber
location would place significant stress on the access line group at that
subscriber, and would simultaneously create inefficient access by other nearby
subscribers wishing to use the CD.

As discussed earlier, the issue of how many AUTOVON switching sites to
select for CD placement is addressed in this study by treating this figure

parametrically. That is, an optimum set of two best sites was chosen and the
identity of the switches saved. This analysis was repeated, choosing the best
4 and again choosing the best 6 and so on up to 20 sites, resulting in 10
configurations of varying quantities of switching locations selected. All of

the selections were chosen from the full set of 54 CONUS/CANADA AUTOVON switch
locations with the goal of optimally reducing the user access to the CD's, as
measured by traffic weighted mileage from a user location to the closest
switch in the network having a CD, summed up over all user locations. Had
firm conferencing traffic statistics been available, these would have been
used as weights. However, as explained above, the conferencing traffic itself
was generated from two party SVIP traffic originating from the SVIP user
locations. As a result, these latter traffic figures were used as weights for
the SVIP locations because of their role in determining conferencing traffic
and because of their high correlation to the data base of 10,000 SVIP
instruments.

We have a computer algorithm which was based on some work originally done
at Bell Labs [4, 51. This algorithm solves the optimal placement problem of
the CD's. In general it solves the following problem. Suppose there are 'M'
subscriber locations and 'N' candidate locations for CD's of which the optimal
'k' are to be determined. In this application M = 251, corresponding to the
SVIP CONUS/CANADA subscriber locations. The value for N is 54, which is the

number of CONUS/CANADA switch locations. The value for k was taken to range
from 2 to 20 in multiples of 2. We briefly describe how the algorithm works
in the following paragraphs. For more details see [4] and [5].

The algorithm is begun by constructing a penalty matrix P = (Pi ),
where Pi,j is the penalty associated with homing subscriber i to a at
switch j. Out of the N possible CD locations, k are chosen randomly as the
initial best k locations. Each subscriber is homed to the nearest of these k
locations, and the total penalty for all subscribers is computed using the
matrix P. Then the algorithm proceeds by iterative optimal swapping of one

location in the current set of best k locations with one location which is not
so as to always keep k, the number of chosen locations,fixed. The procedure
terminates when and only when the total penalty of the homing cannot be
further reduced.

In our application, the penalty function used is a weighted mileage

Pij = dij t i

where dij is the distance in miles from subscriber location i to the ith

AUTOVON switch site, and ti is the amount of busy hour SVIP two party clear

9



voice traffic emanating from location i. The use of traffic as a weight
allows for discrimination of the heavier users. The penalty function will
tend to produce near optimal selection of candidate CD locations close to the
traffic-weighted center of mass of the user locations, because every
subscriber must be homed to its closest CD.

Once a specific set of conferences is known, and once a specific network
configuration is specified (that is, the placement of a specific number of
CD's at specific switch locations), then the process of routing the conference
originator traffic to its conferees utilizing the resources of AUTOVON can
begin. There are three major stages of this process. First, the originator
must access his closest CD. This is assumed to be accomplished by the dialing
of a special number which identifies to the subscriber's homed switch a
request for the origination of a conference. In the case where a CD is not
present at this switch, the call is routed, just as with any other AUTOVON
call, to the closest switch which has a CD, and this CD becomes the
originating CD for the conference.

Once the originating CD has been reached, the called numbers of the
conferees are made available to it, either through signalling from the user or
by table look-up at the CD (prearranged conference). At this point, there are
a number of possible ways for the originating CD to establish connectivity
with the conferees; for instance, he could place individual calls to each of
them.

This CD to CD call routing may not be optimal; for example, consider an
originator homed on Lodi, California and conferees homed on Littleton,
Massachusetts, Mosely, Virginia and Polk City, Florida. Placing three calls
utilizing long haul trunking facilities could be very expensive in terms of
AUTOVON resources. A better solution would be to first tandem one call to an
East Coast CD who would then proceed to make three shorter distance calls to
the conferees. This would involve lesser use of Interswitch Trunk (IST) route
mileage on the AUTOVON backbone, and usage of more CD's and a fewer number of
ports per CD per typical conference. In addition, there would be a slightly
higher number of calls placed in the backbone, but the route mileage of these
calls would be lower overall. In general, there is a trade-off between the
AUTOVON IST usage and the number of CD's and corresponding ports used in the
system. A major assumption of this study is to favor implementation of the
type of conference routing which will minimize impact upon AUTOVON resources
(IST). To the greatest degree possible then, we routed traffic that made the
most use of local tandem CD's wherever possible, to reduce AUTOVON IST route
mileage. We determined this CD to CD routing by using a graph theoretic
algorithm known as the minimum spanning tree. See [6] for a simplified
discussion of this algorithm. The algorithm is a connection hierarchy or tree
which connects all CD's involved in a single conference so as to guarantee
minimal interconnecting route mileage. The branches in the tree connect CD's
at AUTOVON switches, and this connection is effected by placing a call over
the shortest path between the switches using the present AUTOVON IST
connectivity. This is the second stage of the routing process.

The third and final stage in routing is the reverse of the first, i.e.,
connecting a tandem ( or originating) CD to a conferee by placing an AUTOVON
call. When the conferee is not homed to the tandem CD's switch, the call is

10
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Switch Identity

1. Arlington, VA 7. Cheyenne, Mountain, CO

2. Toledo Junction, OH 8. Socorro, NM

3. Williamstown, KY 9. Julian, CA

4. Rockdale, GA 10. Topaz Lake, NV

5. Hillsboro, MO 11. North Bend, WA

6. Lamar, CO

103

9

LEGEND

Q CD Utilized

CD not present, or
not utilized

Figure 4. Routing for a 10 Conferee Conference
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routed through the backbone to the conferee's homed switch. Each individual
conference in the traffic matrix is routed in this manner. Ports on a CD are
seized in each of the following instances:

o An incoming request (call from a conference originator)
o An outgoing request (call to another CD)
o A call to each conferee which has this CD as its local CD.

A detailed example of this routing is now described (see Figure 4). A
user homed on the Arlington switch wishes to conduct a conference with 10
conferees homed on the following switches:

Number of

Switch Conferees

Arlington, VA 3
Toledo Junction, OH 2
Cheyenne Mtn, CO I
Rockdale, GA I
Julian, CA 2
North Bend, WA 1

We assume each of the above switches has a CD collocated with it. The routing
for this conference is as follows: The Arlington CD receives the originator's
call, places a call to each of the three conferees homed to Arlington and
relays a call to Toledo Junction, accounting for a request of five ports at
the Arlington CD (one for the incoming call, one for each of the local
conferees and one for the call to Toledo Junction). The Toledo Junction CD
receives the call from Arlington, ties in its two local conferees and relays
calls to Cheyenne Mountain (via Hillsboro, Missouri, and Lamar, Colorado, the

direct path in the present AUTOVON connectivity) and to Rockdale, Georgia,
(via Williamstown, Kentucky) for a total of five ports on the Toledo Junction
CD. The Rockdale CD ties in the one local conferee for a total of two ports.
The Cheyenne Mountain CD ties in its one local conferee and relays a call to
Julian (via Socorro, NM) with three ports utilized at the Cheyenne Mountain
CD. Julian ties in its two local conferees and relays on to North Bend (via
Topaz Lake, NV) for a total of four ports utilized. Finally, North Bend ties
in its local conferee for a total of two ports utilized.

A computer program was written to route all the conferees via this method
and determine the accumulated requests for ports at each CD in the network.
Note that the network topology, particularly CD placement and conference
traffic matrix, is used to directly determine the arrival rate of conference
calls as well as the probability distribution of the number of ports requested
by a particular call. So the traffic characteristics at each CD of the
network are different. The point should also be made here that we assumed
that a conference was conducted even if not all the conferees could be
connected, for whatever reason.

We now know the traffic loading on each CD in the network. The next step
in this run is to determine the number of ports required to meet a desired

12



loss probability. We have discussed in the introduction, and it should be
clearer now, that a particular call may request more than one port. In fact,
the minimum request is for two ports. A queueing model was developed to
predict the behavior of this system and is described in Appendix B, but
several points need to made here.

First, a call requesting two ports sees a different blocking probability
than one requesting three ports, for instance; the reason is simply seen when
one considers the situation where there are only two free ports and a call
arrives. If a call requires two ports it gets in; if it requires three it
does not. Secondly, because of this fact one is forced to consider an overall
average loss probability for all calls using the particular CD. All ports are
si'ed for a PIO grade of service. The total number of ports in the network
and various other statistics are accumulated.

The final step in this run is to determine the effect this particular
n mber of CD's has on CONUS AUTOVON. There are two main quantities that are
used to reflect this impact. The first is the IST mileage used by the
particular set of conference requirements. This measure is the number of IST
miles which are utilized in processing the set of conferences, using the
minimum spanning tree routing discussed earlier. We note this measure is not
the additional IST channel miles required to support the conference traffic,
but just the AUTOVON IST mileage that would be traversed. This mileage is

considered in two functionally separate categories: USER/CD and CD/CD IST
mileage. The first category represents (I) the IST mileage from the
originator's home VON switch to his local CD, and (2) the IST mileage to each
conferee's home VON switch from his local CD. For purposesof this study, this
category (2) does not include any AUTOVON access line (PBX to switch) mileage
since emphasis here is on the AUTOVON backbone. The second category is the CD
to CD IST mileage, which represents the branches of the minimum tree spanning
all CD's involved in connecting a specific conference.

The second impact to be determined is the additional AUTOVON trunking that
would be required to maintain a desired grade of service within AUTOVON. This
is accomplished by constructing a switch-to-switch traffic matrix, in erlangs,
which accurately represents .e conferencing requirements during a busy hour,
on a call by call basis. It _s also possible to add, or overlay, this
conference traffic matrix onto the existing clear voice traffic matrix and to
conduct a fixed-performance cost comparison of the AUTOVON network, both with
and without the subject conferencing requirements. Using the DCEC Switched
Network Design and Performance Model [7], one can determine this impact.

In the performace mode of this model, the identity of the 54 CONUS/CANADA
AUTOVON switches and traffic flow between them is provided, along with the
present design connectivity of the network. An average network point-to-point
grade of service requirement of Pl0 is held fixed and the links are resized to
meet this grade of service. The cost of the network before and after the
inclusion of conference requirements is determined.
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III. SYSTEMS ANALYSIS

In the first two sections of this technical note we have described the
problems to be addressed and the techniques we have used to get answers to
some basic questions. This section presents some numerical results of the
study. Several tables and figures are used to display our results.

Table I shows the results of placing a variable number of CD's in the
CON-US AUTOVON network, and Figures 5 and 6 show graphically the configurations
in Table I corresponding to 2 and 10 CD's respectively. In Table I, each
column represents a separate and independent run of the procedure described
earlier. That is, there is no influence of one run upon another; the
selection of a switch for one configuration, say four CD's, has no effect on
its selection in another configuration. The selection, as mentioned earlier,
is solely influenced by effort to minimize the total traffic weighted
distances from 251 SVIP locations to the best selection of switches. Figures
5 and 6 show straight line segments having as one terminal point the SVIP
location and as the other terminal point the associated CD location. Homing
is done on the basis of closest CD. Not all 251 locations are visible in the
resolution of these two figures.

As was suggested in section 1I, one measure of impact on CONUS AUTOVON is
the Interswitch Trunk (IST) mileage. This measure is the AUTOVON trunk
mileage traversed by a particular set of conferencing requirements. There are
two components of this measure of special interest: first, the USER/CD
mileage, the mileage of each call to the closest CD; and the second is the
CD/CD, the CD to CD mileage for each call. In general, as the number of CD's
increases, the user/CD mileage ratio for the set of 48 CD's decreases due to
the shorter distances and greater proximity of users to their local CD's.
Whereas, the CD/CD mileage for the same set of requirements will increase with
more CD's in the system because as more CD's become available for use they
will be utilized by the routing discipline. This phenomenon will occur only
up to a certain point where additional CD's added to the system will not be as
fully utilized by the conferences due to an upper limit on the number of
conferees in a conference. Hence, a leveling off point is reached. The total
IST mileage is thus the sum of two opposing monotonic functions of the number
of CD's in the system. The relative change in one component will work against
the other component and the sum will depend upon which relative change is
larger.

Figure 7 shows the results of each component of IST miles as a function of
the number of CD's present in the system for the three sets of 48
conferences. The three sets were generated using different random number
seeds. As a result, both the number of conferees for a given conference and
the distribution over the 251 locations of the conferees of a given conference
were varied to examine the effects upon IST mileage used. The results of
Figure 7 indicate that the effect of varying the simulation sampling for

14



TABLE I. SELECTION OF CD LOCATIONS FOR VARIABLE NUMBER OF CD EQUIPMENTS

AUTOVON Number of CD's

SWITCH in the Network

2 4 6 8 10 12 14 16 18 20

Apache Junction X X X

Arlington X XX X X X X X X

Brewton X X X X X
Cedar Brook X X X X
Cheyenne Mountain X X X X X X X
Delta X

Dranesville X

Fairview X X X

Hillsboro X X X X X X X

Julian X X X X

Litt leton X X X X X X
Lod i X X X X X X X

Mojave X X X X X
Moseley X X x

Mounds X X X X X

North Bend X X x X X X X X

Polk City X X

Rockdale X XX X X X X X X
Seguin X X x x X X X

Socorro X

Stanfield x

Sweetwater x
Terre Haute X X

Toledo Junction X X X X X

Wheat land x X X X
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number of conferees and location of conferees for a fixed set of originators
is quite small. Since there was little difference in the three runs, in the
remainder of the study the various figures of merit will be shown as averaged
over the three separate sets of requirements. Also shown in Figure 7 is the
leveling off of the CD/CD mileage at about 12 CD's, while the user/CD IST
mileage is still decreasing at 20 CD's. Figure 8 shows the two types of IST
mileage averaged and then summed as a function of number of CD's in the
system. There is an initial drop in total mileage in going from two to four
to six CD's, and from this point onward there is an overall trend of very
slight decline in mileage. The initial sudden drop is due to the great effect
of gaining access in the network to the local CD's of the users. This effect
continues to dominate the increase in CD to CD mileage, but the combined
effect after about six CD's is one of a diminishing effect on the mileage
dropoff. Based solely upon this figure of merit, an optimally chosen set of
six CD's would appear to have greatest impact upon use of IST mileage.

IST mileage, however, is not the only variable to be taken under
consideration. In general the conferencing erlangs will be combined with
clear and secure voice two party erlang traffic, and considerations of routing
and economies of scale in trunk group sizing need to be examined. This is
done in Table II for the 48 and 210 conferences per busy hour cases. For each
case the additional cost of increasing the AUTOVON trunks to support the
additional conference traffic and maintain a network grade-of-service of Pl0
is presented. The baseline case is when the number of CD's is zero.

TABLE II. COST OF AUTOVON TRUNKS TO SUPPORT THE ADDITIONAL
CONFERENCING TRAFFIC

48 Conferences 210 Conferences

Number CD Traffic Cost CD Traffic Cost
of CD's (erlans) (M .) rlanxs) (M$/mo.)

0 0.0 6.310 0.0 6.310
2 60.22 6.353 262.44 6.500
4 60.89 6.346 268.83 6.469
6 60.78 6.343 274.16 6.470

Table II indicates a differential cost increase of 43, 36, and 33 K$/month
for a network carrying 48 conferences with two, four and six CD's

respectively. There is a slight cost savings (7 K$/mo) in going from two to
four CD's and insignificant savings in going to six from four. From the
network (and only the network) point of view, the selection of number of CD's
is practically insensitive to cost considerations. The major cost
considerations will more likely be found to lie within the CD system cost
itself. Cost analysis for the CD equipments will be treated in subsequent
reports. Increasing the number of conferences to 210 (a 4.4 fold increase),
results in a differential cost increase of 190, 159, and 160 KS/month for the
two, four, and six CD configurations. These bear an almost exact ratio to the
4.4 fold increase in traffic. In particular, the same conclusions apply to
the number of CD's in the network. An initial configuration of two CD's will
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be slightly more expensive to AUTOVON than four, and in each case this cost
will vary in a direct linear manner with numbers of conferences (i.e., volume
of requirements).

A CD collocated with an AUTOVON switch will see both incoming and outgoing
transactions regarding requests for its ports. First, on the incoming side, a
single port will be seized from either a call from a conference originator
(user) on the local CD or from another CD that is relaying the conference
because it has conferees local to it. Then, on the outgoing side, groups of
ports will be seized for calls to (1) each conferee involved in the
conference, and (2) CD's involved in further tandeming of the conference. For
a given conference, a specific CD may see no such transactions at all, even
though its associated switch may be involved in the conference. Thus, a CD
for one specific conference will see either no requests at all for ports or a
request for two, three, or more ports, depending on its proximity to the users
in the conference and the presence of other CD's in the network.

Figure 9 shows the number of conferences (a single request by a
conference) being offered to a typical CD in the network versus the number of
CD's in the network. Note that a request could result in any number of
requested ports, but here only individual requests are counted. If the number
of CD's in the network were one, the number of transactions would be 48, the
number of conferences in the requirements data base. This shows how the
conference requests on a CD drops as there are more CD's in the network. An
average CD will, up to a point, see fewer and fewer conferences requesting
service from it. Figure 10 shows the total number of ports being requested by
an average CD. Both Figures 9 and 10 show that as more and more CD's are
added to the system, with the requirements held fixed there will be less and
less activity present at an average CD up to a point of diminishing returns
due to geographical separation from the requirements flows. This emphasizes
the need for accurate knowledge of conference flow patterns.

Figure 11 shows the average number of CD's that will be utilized by a
typical conference. When only two CD's are present in the system, nearly all
(1.9 on the average) will be utilized by an average conference. This ratio
falls off rapidly, however, when more and more CD's are added to the network.
For example, with 20 CD's in the network, only about 5.4 CD's (on the average)
are utilized by a given conference. This is directly related to and
controlled by the distribution of the number of conferees in a conference.

Figure 12 shows the number of ports requested by an average conference as
more and more CD's become available in t~ie network. Up to a certain point,
more and more ports are being requested. This is due to the fact that more

and more CD's are being involved in a conference because of their geographic
availability. With more CD's available, the number of overall ports requested
increases. This effect diminishes due to a saturation effect; i.e.,
additional CD's will tend not to be involved in a given conference. The
conclusion is that from the conference point of view, the inclusion of more
and more CD's in a network will have diminishing effect due to the upper limit

on numbers of conferees in a conference. These figures have demonstrated that
the optimal number of CD's in the CONUS AUTOVON is probably small and on the
order of two to six CD's, depending on the location of the users.

21
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The previous figures have -shown the process of requests for ports flowing
through an AUTOVON network configured for a variable number of CD's. Any
number of ports on a CD less than the total requested over a busy hour will
lead to blocking on the CD, or denial of service. Appendix B discusses a
mathematical queueing model of thisprocess whereby the number of ports
associated with a desired level of blocking can be evaluated (by a computer
algorithm) from a knowledge of the distribution of numbers of ports requested
for a given CD. This sizing in effect allows for more efficient use of the
resources (ports) on the CD. No limitation is assumed in the study on the
number of conference bridges available to the CD.

Table III shows the distribution of the ports on each CD in the system as
determined by the queueing model described in Appendix B. These quantities
were averaged over the three separate traffic simulations for the case of 48
conferences in the system and grade of service on the CD (blocking) of P.10.

It has already been seen that as more CD's are available to the network,
they are utilized less and less frequently. This will also cause the number
of ports, sized for an assumed level of blocking at the CD of PlO, to decrease
at a CD. The question is whether the total number of ports in the network
will also decrease with increasing quantities of CD's. Figure 13 shows the
total number of ports, sized for PlO CD blocking, for each configuration.
This figure indicates that although the ports per CD are decreasing, the
number of CD's is rising faster, resulting in an increase in the number of
ports in the system. This is more than likely due to the total lack of
economy of scale at the lighter loading levels produced with many CD's in the
system. Adding CD's will, in general, result in more ports overall in the
system.
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TABLE III. DISTRIBUTION OF CD PORTS FOR VARIABLE NUMBER OF CD'S

IN THE NETWORK (P.10 BLOCKING)

AUTOVON

SWITCH Number of CD's in the Network

2 4 6 8 10 12 14 16 18 20

Apache Junction 10 10 10
Arlington 43 39 38 36 36 34 24 27 28
Brewt on 14 14 15 14 14
Cedar Brook 13 13 13 14
Cheyenne Mountain 16 15 15 15 13 13 12
Delta 7
Dranesville 57
Fairview 12 9 9
Hillsboro 28 24 21 22 21 18 18
Julian 18 19 18 19
Litt leton 13 13 12 12 12 12
Lodi 14 14 14 14 11 11 Il
Mojave 26 24 18 18 18
Moseley 19 19 16
Mounds 34 15 15 15 16
North Bend 8 8 8 8 8 8 8 8
Polk City 3 3
Rockdale 28 26 27 24 18 18 18 18 15
Seguin 20 19 19 14 14 11 14
Socorro 38
Stanfield 14
Sweetwater 25
Terre Haute 27 18
Toledo Junction 19 19 18 18 18
Wheat land 6 5 5 6
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IV. SIGNIFICANT FINDINGS AND CONCLUSIONS

In this Technical Note we have studied the impact on CONUS AUTOVON of the
addition of estimated SVIP conferencing requirements. This effort required
two significant pieces of developmental analysis. The first was the
generation of a representative traffic requirements matrix for SVIP conference
calls; and the second was a development of a mathematical model to be used in
sizing the ports on the CD. These two pieces of work are fully documented in
Appendices A and B.

The study attempted to answer the following questions:

a. How many CD's should there be in CONUS AUTOVON?

b. Where should they be located?

c. What is the port sizing required to meet the conference traffic
requirements?

d. What is the impact of accommodating the conferencing traffic
requirements on AUTOVON?

A detailed analysis of these questions is given in section III; but some
general statements can also be made. The number and locations of the CD's are
highly dependent on the location and traffic requirements of the users. When
one only considers the traffic requirements generated in this study, the
optimal number of CD's is somewhere between 2 and 4. This result only
considers the network implications of the CD's and their traffic; it did not

consider the cost of the CD's themselves. When one considers the economies of
scale in the port sizing aspects of the problem, and the cost of the CD's, one
is forced to conclude that the optimal number of CD's is probably very small,
probably two, considering cost impact. The survivability/reliability aspects
of the problem have not been addressed in this report but could obviously
impact the above conclusions.
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APPENDIX A
GENERATION OF SVIP CONUS CONFERENCING TRAFFIC REQUIREMENTS

I. Introduction. In order to perform network analyses to determine the
numbers, placements and sizing of SVIP Conference Directors within the CONIS
AUTOVON network, it is necessary to have a set of busy hour conferencing
traffic requirements. These traffic requirements should be specific enough to
indicate the quantities of busy hour conferences, the locations where they
originate, the numbers and locations of their conferees in a conference by
conference basis and the holding time of a conference. In the absence o' a
set of detailed quantified requirements as described above, it has been
necessary to generate, using Monte Carlo simulation techniques, an interim set
of conferencing requirements. This appendix discusses the procedure,
rationale and inherent assumptions made in arriving at an interim set of
requirements. In the implementation of this procedure, certain parameters and
probability distributions were subjectively chosen on the basis of a first cut
estimation.

The basic data base from which these procedures derive is a set of 251
COWUS/Canada locations with busy hour originating SVIP (two party) offered

traffic in erlangs. This data base was provided to R730 in the first quarter
of CY 78 by R720 and is the result of an earlier analysis which used as input
the CONUS/Canada portion of the CY 78 Secure Voice 10,000 subscriber list, and
which derived originating offered traffic by location. This data base was
used to provide CONUS secure voice traffic for use in the 1982-92 Ten Year
Plan. It is presumed that prior analysis considered the numbers of
subscribers (main stations, or instruments) at a location, an assumed amount
of originating traffic per instrument (about 1.2 calls per busy hour), a turn-
around ratio (about 70%) at the local concentrator and a sizing of access
lines according to a desired blocking probability (about 10%). The resulting
offered erlang traffic is thus a derivative of the locations of main stations
in the CY 78 Secure Voice data base. A listing of the 251 locations is given
in Figure A-1. Each line is a SVIP location and shows the location number,
the 8 character DCA geographical location name, a 2 character state/country
code, decimal latitude and longitude, V/H coordinates, and SVIP (two party)
offered erlangs. The total traffic over the 251 locations was 545 busy hour
erlangs.

The method for using this data to simulate SVIP conferencing requirements
consists of three steps:

I. Determine the number of busy hour conferences originating from each
loc at ion.

2. For each conference in step 1, determine the number of conferees

participating in the conference.

3. Determine the location of the conferee in step 2.
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LGC# LCC NA4F LAT LUNG V H SVIP TRAF IN FOLANGS

001 AGE-{DFFN24 3qo492 7o*136 542q 1533 3.4(5!
002 ALAMEDA 06 37e783 122.267 8491 36145 0*285
003 AL tA4 Y 36 4-.667 73.800 4641 1638 0.543
004 ALEXANOR51 38.817 77.050 5639 1575 1o668
005 ALGTNHLS51 3%8 67 77.100 5635 158e 1.222
006 ALTUS 40 34.667 99e267 8220 4602 3.673
007 ANDFLwS 24 38o811 76.86' 629 1540 1.550
008 ARCATA 06 40.o983 124.100 7815 ';O967 00069
009 ARGGENT IACA 47.310 53,991 1772 jq9 0*170
010 APLI.JGTN9I 39917 77.083 5624 1502 6.837
011 ARNOLD 47 35.333 66.083 7100o?522 0.34'
012 ATLNTCCY34 3c0367 74.450 5284 1287 0o554
013 AJOGUSTA 23 44o333 69.750 3;55 1370 0.5S4
014 BANGORF 53 47.800 122.600 6297 Sq3P 00062
015 SAFKSOAL22 32.500 93.567 8267 3460 2.1f3
016 8ARSTC,# 06 34.900 1179000 8904 76P6 0.240
017 HATTLECF. 26 42.317 85*183 5713 3124 0.897
018 BEALE" 06 39.136 121.436 8191 8586 0096P
019 BEAUSEJFCP 50.067 1)69550 4S63 5411 0.189
020 BEAVPLoGro 55e217 119.433 46JO 8623 001c0
021 8F;:GST'44 30.195 97.653 S014 3976 50 09
022 BIRMNGHMOI 73.517 86e817 7510 2447 00343
023 BLnYHGHSC

, 
53.617 122.950 5018 9052 00109

024 BLYTHVLL05 35.964 89.946 7304 3188 118
025 BOTHELL 53 47o762 122.203 6301 Pe79 0.2e4
026 5F.0'1KS 48 29..346 98.432 9239 4046 0.278
027 BUMLvCKP3 4?.900 b9.967 4051 1333 1.806
028 BUCKrHNtN54 30c000 80.233 5. 05 2047 0.277
029 C ) YEF. CA 6%.617 61.300 -181 4244 1.382
030 CAN'N' N 35 14*3134 10.J317 e518 i27O 19071
031 CA9LSLBK42 40.200 77.167 5401 1764 308!C
032 CAFS-NCY3.; 3%102!P 119.739 3135 '1 0.507
033 CAFSWELL40 3?.76C 979437 8487 4143 1.155
034 CASTLE 06 37e.31 120.561 '.547 e32 0.709
035 CHANJTE 17 40.292 83.144 6330 .338 0.4f8
036 CHN:LSTN45 32.P00 79.950 7023 12FF 4.802
037 CHATHAM C1 42.400 32.183 5451 2716 0.080
038 CHER-YPT37 34.900 7686e3 6329 1067 0.472
039 CHJPC UGMCA ' -. 950 74o350 3431 262 00157
0*0 CHINA L OF, 35.637 117o68S -8844S 7837 00851
041 CHIrLTSVL91 3 R0-32 7*4e.3 5.1SP 1682 2.215
042 CHvI.N4TNOF 3F*317 104.71' 767r. 57S5 4o247
043 CLEVELN031. 41.500 81,6S3 5574 :_543 *2.0
044 CrLU43LS?P 33.500 3Oo453 7660 P71- 0.686
045 CCLUAt3US35 3c067 33,000 5972 2555 0, 796
046 CCMCX CA 4C*667 124.91? !ji-05 921 0.100
047 CLN'OFD 06 37*9_3 122050 3444 P662 0o069
048 CLR ,0 DO05 32.700 117o200 9477 76? .  

6.57?
04S CP OAVIr)24 33.817 76.8f7 5621 1550 0.203
050 CP 0O J 36 44.050 75.723 45 9. ?0F.7 0.820
051 C'00 JGLS55 4?. 1 " 900267 5787 4003 00336
052 CPt.EJrUN37 34.667 77o351 641S 1108 1.104
053 CPMuJ:t, Y53 47.117 122.567 b44

7 8;?3 0.52
054 CPPI7KTT51 37.05') 77.933 0044 14P3 0.1 1
055 CPFt401)!TNO 33.31? 117.36- 346 760? 60961
056 CC3 r' 7S06 35.912 123.744 8863 P,7T 0017!
057 CRAN 18 31.900 86.900 b49? 3011 0o40
058 C %PSCH 'S4 27*.400 P7*40 ) 9475 7"3c 00261
059 DANA CA 92o283 105.767 4923 6-f66 00116
060 DAfTON 39 3q.7';0 84200 6114 2,04 8.001
061 DOV

"r
E- 10 39.167 75o533 5420 140n 39358

062 DOJGWAY 4S 400210 112.933 7731 7211 1.12
063 DVSM'4THN 04 32.166 110882 9354 C46-' ?0296
0464 DYESS 4F 32o417 'goe 5 9712 49.1 30.11
065 EARLE 34 40.017 74.600 51eq !8 2 00313
066 ED.4C3NCA 53.590 113.48" 469r 7821 2.027
067 EDVA, US Of 34.0 117.833 901 754' 20C79
068 FGLI3 12 .30o43 86.500 AO1 20gP' 9.612
069 ELLSo.kTH4. 44o.146 103.104 6500 '1r4 "  1.977
070 ENGLNND 2? 31*3-' 3 9P,550 8412 215:.7 0.570
071 FAIRCHLD93 47.6-25 117.650 6231 P219 2.3q2
072 FE *Alir)FN56 41.10.0 104.800 7200 5q,6 I.907
073 FLCNR. DGC.0 46e617 q00.33 456 30"4 000'5
074 FOrF8ES 20 330 52 CP.662 7129 4?3= c  0.117
075 FRFNKF F.T21 .3%o217 84,Q33 6456 ?F31 0.090
076 Frf-SN 0 36.73 119.750 865g 823 0017w
077 FT ALI SS4E, 31.00 106.417 )218. 5646 4.3f5
078 FT 0-,43oG37 35.1.33 71o83 ,4'16 140P 809e1
079 FT DIX 34 .40.01' 74,550 51e0 13P9 10 oC5!.

Figure A-I. Listing of SVIP Locations
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080 FT H&MOD 4,q 31.133 97.767 8833 4070 70001
081 FT KNCX 21 37e900 85*.9e3 6613 2770 10504
082 FT LEWIS53 47e083 1220600 6455 89?A 20465
063 FT MCCCY55 43.150 90.133 526 3910 00'6
064 FT MEADE24 3Qol00 76.833 5567 15A0 6.14C
085 FT ORD 06 36.650 121.767 6730 8580 5o351
086 FT PCLK 22 31.046 93.192 8518 3271 0.911
087 FT RILEY20 39.067 96.783 7178 4544 3e032
088 FT SILL 40 34 .650 98e402 816P 445S 7.063
089 FTSELVCF51 38.683 77.133 5071 1570 095C4
090 FTBENNNG13 32.383 d4o813 7564 2018 2.832
091 FTBNHRSN18 39 85 8b017 U246 29e0 0093f
092 FTC.. ' SONO 36e733 104.800 7700 56(0! 4e144
053 FT->tPH .LPI 36e667 57*483 672 2872 3.542
094 FTDEThCK24 I3.433 77.433 5565 17n- 00610
095 FTGILLEM13 33e5FI3 84.350 7269 2060 19816
0c6 FTGOREON13 33.417 82.133 7116 1663 19816
097 F THUAL HC Oa 3195$0 110.340 9454 6329 50318
098 FTJACK SN45 34.00 30.933 6884 1578 7.095
099 FTLNRDWO2q 37.733 92.11" 7124 3696 141e
100 FTLV,4*.T20 3;.350 04e917 7000 4276 0.700
101 FTMCCLLNO1 34.717 65'83 7201 2406 0.687
102 FTMCPHSN13 33.700 84417 727? 2081 10.320
103 FTM(NMiTH34 40e300 74.050 5080 1396 36 aF
104 FTMOjNRCE51 37.033 76.300 5886 1247 7o451
105 FTPITCHI24 39.733 77e417 5509 1740 10.511
106 FTSHEPDN17 4?.223 07.816 5935 3497 2.302
107 FTSMHSTNA6 2€.490 p8*450 9218 4098 0a5 c,
108 FTSTEWRT13 31.650 81.600 7357 1435 0.380
109 GANOER CA 480.'50 54.567 1611 547 0.0e8
110 GEOFrGE 06 34.553 117e533 107S 7760 2.687
liI GLENV!EW17 .42.0 3 87.81w 5962 3472 0.32S
112 GCOOFLLW48 31.430 100.401 847 4554 09546
113 GR F fKS38 47.S17 97*060 5421 5302 1*777
114 GRAYLING26 44.680 84.744 5234 3321 00157
115 GQ IFFISS36 43.233 75o407 4676 1918 56121
116 GRISSOM 18 40e651 36.150 6105 3033 2.184
117 GF CT0 0; 41.317 72.200 4717 1250 2.578
118 GT L 17 42.302 87e818 5920 3495 P016
119 GTWLNG TNlO 3S.678 75.60'

7 
5344 1465 0.277

120 GYPSAVLLCA 51.750 8.q5e3 4727 5807 0.189
121 HARTFORDO9 41.750 72.700 4692 1373 0.543
122 HAWTHUFN32 3Be5:7 118.625 8254 800.4 10015
123 HELENA 30 46.600 112.017 6336 7347 0.e8
124 HILL 49 41.117 111.967 7503 70C5 493e7
125 HCLeEkG CA 50.517 128.01' 5725 9727 00109
126 HCLLOMAN35 32.050 106.100 8984 5659 1*575
127 HMESTED 12 25o 43 800.467 3434 542 4.304
128 NUZA!PLS18 3q.700 86e16"' 6277 7V71 00926
129 IDiNTWrP42 40o367 76.633 t221 1712 ooeo
130 JFFRSNCY29 I9e51? 92.156 6953 3721 09177
131 JOHNSVLL42 40.199 75066 5196 147C 0.519
132 KA'L1nrS7.t 50o.667 120.333 5621 PC61 0.109
133 KANSASCY29 30.033 94.593 7041 417 0.132
134 KELLY 4 29e367 V8.BS67 9243 4072 18.564
135 KGSLYFL041 42.163 121.736 752a P709 005c7
136 KI ,ZTLANO 3 30,733 105.350 3204 6274 2.159
137 KISAWYER26 46*354 37o304 5116 3655 29056
13P LA JJNTAOP 3'9eC83 103.511 7780 5544 0.220
139 LAI'KLAND48 2g.400 8*600 9231 40nl 06131
140 LAKEHI-ST34 40.033 74e354 51'35 1361 0067
141 LANGLEY 51 3.9*r0 77.167 S0,26 1609 2.823
142 LANSING 26 42070 94.*9J 5923 30P7 0031;
143 LAWP!;JCF20 35.9

? 
95.250 70')8 42c'!, 0023

144 LEaES 10 38'75!-3 75.117 5454 1V03 00277
145 LEXI.iGTN21 .003 84.500 6457 79A7 "0.226
146 LGHANSCM?5 42.400 71.277 4422 12'r 8.013
147 LITTLRCKO5 34o733 92.251 7721 3444 59f8l
14e LON';8dE'H0, 33.750 118.233 9277 7864 4.866
149 Lr,0ING 23 46.950 57. 6 3334 1540 00916
150 LCSANGLSO6 3. e40 115.400 9241 7 01 2.128
151 LOv;Y OP 39-.717 104.900 7502 4Ar 1.414
152 L0T,AFR Ct 4 c05,'i 83.000 4196 3640 0.075
153 LTT;-KNNY42 394;13 '7065 5486 1803 10111
154 LUKF 04 33.523 112.383 9130 660" 0.549
155 ACDILL 12 27.9o0 -.s17 ii 197 114o 2.425
156 0A SrN 55 43e0A? 39367 5834 37CA 0.336
157 MAL TR'1?0 47w500 111.167 o1V 726 3 1&430
158 ACI 06 A * 8q 3 117.25) 92P3 7692 7e674
159 MARF 1 06 3F.110 12,'.26' S422 ,702 0006S
160 MAYNA

0
n 25 42.500 71&550 4447 1330 0.5p1

161 mAYR'J.1 7 12 30.410 91.417 7610 1244 0.816

Figure A-1. Listing of SVIP Locations (Continued)
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162 MCCHR1 53 47.148 122947) 6439 S-.11 5.717
163 .4CCLELLN06 38o667 121*399 8282 656 3.304
164 MCCCN1'LL20 37.617 97.2b7 7499 4903 3e142
165 4CGUIF_ 34 40.033 74&583 518a 13C2 6.4 73
166 MCN(3Y'G42 40e217 77'017 5384 1745 0.203
167 ME.M.HIS 47 359117 90*Oe3 747T- 312c 0.149
168 MILWAILIKE55 43.033 57o917 5787 35,R-4 0.32q
169 M INCT 38 48e267 101.317 5567 6914 1e8oe
170 MOODY 13 30@.,67 83.200 7676 19%5 00340
171 MORGNTWN54 39.650 79.917 5757 1.07V 1111
172 14TN HCMI16 43o050 11"3.867 7203 7799 0.311
173 N L'0DwNO9 41.e350 72.117 4703 1244 09rv1
174 NASHVILL47 36e150 86e300 7014 2713 0.343
175 NATICK 25 4202R3 71.350 4464 1275 0.211
176 NELLIS 32 l$.?33 115.033' 8648 73C5 3.2-8
177 NEWPO.T 44 41.217 '1.300 4642 1121 0.126
178 NU' -AY rt 46I.317 79.467 4506 2A'15 1.134
179 NORF JLK 51 36.067 76.233 5945 ilCi 11.641
180 NCPLE4NS22 2S5a967 90.117 1483 26 4 ?  

4.441
1 SI NJRT.jN 0f l4.02 17236 9175 76CP 4.SPO
182 N *CYI3LNO42 a0.217 76..200 -3- 1730 0*9f7
133 NYCPK .Y36 40o717 74.017 5004 1406 6.0<;1
184 CAKLAND 06 37.783 122.218 84q3 Plr86 0.089
185 cF.) 1' 5!. 6* 22 76.032 5896 1102 1*673
166 Or-FUTT 31 41.133 95e917 6710 45i0 SOO
167 0G')FN 49 41*233 111.96' 7478 7100 00391
188 OKLAH14CY40 35.467 97o533 794q 4375 2.92!9
189 CP.ANI 09 41.2.37 73.033 4e06 1753 0.271
190 0 TTA WA CA 45.450 75.700 4332 2246 093e3
1I1 PASCAGOL2e 30.350 33.533 8275 2415 09142
1S2 PAT:'ILK 12 2q0238 E00603 "l9 34 f71 I.744
1S3 PEASE 33 4.,o033 70.817 4274 1-41 2436
1';4 PENTA50N51 3Vo 6 77.050 5f.30 151? 1 16 906
195 PHILOL=H42 3C C.50 75.163 52'51 1460 %.296
196 PICATNNY34 40.017 74.600 5139 13C2 0.277
197 PLTS3RGH36 44.650 73e467 42691 !Sn4 19414
IC8 PO PE 37 35.171 79.015 6492 1417 0,329
17Q POfTHJNM06 34. I9 119.217 q217 0 095 0.426
200 PO0TLANOD41 4',.530 122.517 6803 13 .6 0.566
201 PLj 7SATH51 369,967 '6*400 5C'25 1 40 " 4F
202 PSDS','FNX06 37.600 122.451 84.'1 67?7 5*%F.
203 PT MUGU 06 34a117 119 .117 9222 1036 10198
204 PT .- EYES06 3.O000 122.767 8455 88P0 0.069
205 F- JA-T"I17('51 3*,50. 77.300 57 3 1571 0.871
206 L 4V...L H ?0 52o 98,279 9191 4033 1.5 a
207 PC'0D5G3R29 39.851 94o553 7075 4177 3.265
E08 REDST0NEO1 34,617 86e .6 72)9 1!35 1.92e
209 RE,-SE 48 3'.aV0 102.033 8605 49C !; 0.24'
210 RFSTN 51 -3.917 77.350 5650 1630 4.239
211 R!CHi4.NO91 37&,67 77*433 5S01I 47c 0*574
212 nolC v S 13 32. h40 C3.5c 73 1;7 133. 0.597
213 P, (CK 1 17 41.53 90.5b9 6271 39!.7 9.2f1
214 SAL -. 41 44a(-33 123.017 b

0
33 P,- 00532

215 SALTL CY4 4 7 ri IloP3 7574 70#6 003c 4
216 S ANA'ITCN441 2*':&17 53.9 00 -12,3 4064 e111
217 SAiNT S16 .7 *.4.-3 122.71' 01354 !7,?3 0.069
216 SCOTT 17 3%.S(0 3,.350 ,75c6 3422 7.280
219 SIF:,:e 3. 42.' 00 7 6 o. 6 7 4800 206,4 0,353

220 SI.E 06 37'633 121.257 346;! P9*4 0.131
221 Slcrvl. 06 Z.C,500 120.500 '03 f'448 2.5?7
222 SICUXLKTCA 50e093 92e00. 4701 4e75 0.376
223 ST Lt*JTS0' I. 60 90.417 t81C 3', o  

4.418
224 ST P, J 27 44.c'So '13.003 S7-"4 44'-? 1.344
.25 STL6KT -f- 37-C0 121.29. 34.37 qb 10 0.0,;

226 SYMJHNSN37 3 50j 43 77.960 635, 12 0O 0.457
227 TIBYA '1N 142 41.1,'3 79.417 5051 19,3 0*22S
220 TfcCrLE 4C 40.533 112e317 7f. 30 71:1 10182
229 T-PFK , ?0 3"?.0"1 95.683 7114 42r0? 0.117
230 TRA..Y 06 37.710 121.433 843 FSS;I 0.06F
31 TrAVIS 06 39.?.2 121.927 53239 sa0h P.9r!

232 TR E T,1N 34 40.217 '4.750 5164 14-1 0.831
233 TYNDOLL 12 30J70 55.57C• 

e057 1" 1 704p?
234 V.t~lr.):JB.G0( 34.717 121.553 0125 Pl.11 0.227
235 V I T-4LL31 38o7.3- 77.6(7 5713 16g-1 0.70e
236 A 'ZLA:' 26 4'>.bt67 63.017 550q 2"-3e 4.618
237 WARw)CK 44 41.73) 71.333 4568 118 5.%212
238 W4SHNGTN11 .0900 7"P017 5621 150l 10.074
23 ,  WEST.1V7r2S 426 .30 72.5930 459 ' 1415 0.814
240 WGHT;5TS "! 30E17 !4.05) O03w ?'.' 4.416241 WID'> Yl V-" 4 Vs 14t, 122*651 -517A %:C5"3 0es,6

242 WH!Tc544N2 r r, 73.3 3.55 ) 70 P 01C P.5 -6
243 W-'L X: 10, 479667 1116.91? 7101 "3P( 0.0_6f

Figure A-i. Listing of SVIP Locations (Continued)
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244 W.ILLIANIS04 35.2,O 112.183 8756 OWS 0 OO8
245 WINCHSTR51 39e167 78*200 5686 17'9 1*359

246 WZhOOSKX50 44.500 '3.183 4264 130q 01-57
247 wNTHH BR 23 44.400 6.083 3774 1183 09217
248 WRTHNGTN39 40e083 83.033 5953 2572 0*159

249 eURTSNETH26 44.451 83.394 5170 311S 1*775
250 YAK14A 53 46.600 120.500 6533 P606 0.832

-51 YCkKTON CA 51e267 102e467 5003 6273 0.116

Figure A-I. Listing of SVIP Locations (Continued)
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2. Step One. The locations that originate conferences are determined by the
amount of SVIP traffic originating from them. That is, the number of busy
hour conferences originating from a locatioLn is assumed to be proportional to
the SVIP traffic offered from that locationl. This rule is implemented in the
computer by ranking the locations according to their erlang traffic,
partitioning the erlang scale of traffic into a number of intervals, and
assigning quantities of originating conferences to locations in these
intervals in a manner which increases with increasing traffic. Specifically,
an ordered set of erlang cut points, CO CI, C2 ... are specified so that
a location will be assumed to generate i conferences during a busy hour if its
SVIP originating erlang traffic is in the range from Ci to Ci+l (C0 =O).
The selection of these cut points effectively determines the number of
conferences in the set of requirements and is the means by which the volume of
requirements is controlled. Increasing one or more cut points will lower the
overall number of conferences and vice versa. Figure A-2 shows the result of
choosing erlang cut points of C 1=5, C2 =8.

Erlang Number of Number of Total

Interval Locations Conferences Conferences

0. to 5.0 215 0 0

5.0 to 8.0 24 1 24

greater than 8.0 12 2 24

Total '251 48

Figure A-2. Distribution of Number of Origination Conferences by Location

In this case, 215 of the 251 locations originate no conferences, while 24
locations each generate one conference and 12 locations two. This results in
a total of 48 busy hour conferences being generated. The choice of cut points
can be parametrically varied, in effect, to throttle the number of conferences
in the data base, all the while keeping the rule that the more SVIP traffic
emanating from a location, the greater the number of SVIP conferences being
generated.

3. Step Two. For each originating conferencing requirement, it is next
necessary to know the number of conferees associated with it. This is
accomplished by Monte Carlo sampling from an assumed probability distribution
which is input to the program. The assumed distribution could be Normal or
any other type and could be modified by actual data. The distribution
currently being used is as follows:

A-6



Number of
Conferees
(Excluding
Originator) Probability

1 0.0
2 0.083
3 0.125
4 0.167

5 0.167
6 0.125
7 0.104
8 0.083
9 0.063
10 0.042
11 0.021
12 0.021

First, no probability is assigned to one conferee; this event is equivalent to
a tw-party call. Second, it was anticipated that the majority of conferences
would have somewhere around four to five conferees, so these values show the
highest probability. From 6 to 12 conferees the probability decreases
regularly. The average, or expected number of conferees, per conference for
this distribution is 5.66 (or an expected 271 conferees over the 48
conferences of step one). One Monte Carlo sampling distribution of the 48
conferences according to the number of conferees each conference generated is
shown below:

NUMBER OF NUMBER OF CONFERENCES
CONFEREES Observed Expected

1 0 0.
2 7 4.
3 6 6.
4 5 8.
5 12 8.
6 4 6.
7 5 5.
8 3 4.
9 2 3.

10 4 2.
II 0 1.
12 0 1.

Total 48 48

This distribution can be easily altered, if more specific data becomes
available.
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4. Step Three. Having determined, for each conference, the number of
conferees by sampling from an a priori distribution, it is then necessary to
determine the community-of-interest or destination locations for the
conferees. A detailed mission analysis of each location could provide this
data. However, until such specific information becomes available, it is
assumed that the conferees are geographically located proportional to the SVIP
originating traffic emanating from the locations. A probability distribution
is created in which the probability of selecting a conferee location is equal
to the location's fraction of total SVIP erlang traffic. One sample from this
distribution is made for each conferee of every conference. In this manner,
the locations for the conferees are selected randomly, but in proportion to
the amount of SVIP traffic they represent. No attempt is made to prevent
multiple occurrences of a conferee location for a single conference, or of a
conferee being collocated with the originator. Figure A-3 is a listing of the
set of 48 conferences showing on each line the conference number (I thru 48),
location number (1 thru 251) of the originator, the number of conferees, and
the locations of the conferees ( thru 251). The location numbers refer to
the ordinal position in the listing of Figure A-I.

Holding time statistics for a SVIP conference are generally unavailable.
An expected holding time of 10 minutes, constant for all conferences, is
currently being assumed. On the originating side, this would equate to 48/6 =
8 erlangs of traffic, and on the destination (conferee) side 271/6 = 45.17
erlangs which would correspond to 271 independent two-party calls. The effect
of these conference requirements upon current CONUS AUTOVON is very much
dependent upon the number of conference directors in the network and the
routing of calls from (1) originating location to local CD, (2) CD to CD
spanning all CD's active for a given conference, and (3) each remote CD to its
associated set of conferees. The effect of these routings as well as
placement and quantity of conference directors is discussed in the main body
of this report.

A
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APPENDIX B

CONFERENCE DIRECTOR PERFORMANCE AND SIZING MODEL

1. INTRODUCTION

In this study we have assumed that each conference director had to be

nollocated with a switch. The switch and the conference director are connected

via ports on each equipment. When a conference call requires use of the

conference director, it will require the use of more than one port. This

number will depend on such things as the number of conferees in the

conference, the location of the conferees in the conference and whether this

particular switch/conference director pair is in a tandem path for the

conference. Thus, calls will arrive at the ports and require a random number

of ports, depending on the particular conference. Since we do not allow the

buffering of calls, the performance of the calls requesting use of these ports

can be considered as a loss queueing system where customers (calls) may

require more than one server (ports).

To be capable of quickly and efficiently determining the number of ports

required to ensure a given level of blocking, we need to develop a

mathematical performance model for this system. It has not been until

recently that queueing systems where customers require the use of more than

one server have been investigated [11-[51. In those papers, queueing of

customers was allowed. In a different context reference [6) solved the same

problem we are discussing here. We did not discover their work until we had

B-1



independently developed our analysis, and as such we discuss our development,

which is tailored to our application.

In section 2 of this appendix, we develop a mathematical model that can be

used to predict the performance of the system. Also discussed in that section

is a methodology for the sizing of the ports so as to ensure a desired grade

of service. Section 3 contains an extensive numerical investigation of the

system and possible sensitivities.

2. MATHEMATICAL PERFORMANCE MODEL

Let S be the number of ports connecting the conference director and the

switch. We assume the arrival process of calls to the ports is Poisson with

parameter X; and that Q n n1, 2,...N, is the probability the call requests

n ports. Without loss in generality we further assume N<S. If an arriving

call requesting the use of n ports does not find n ports free it is dismissed

from the system. Let us assume the holding time of a call requesting n ports

is exponientially distributed with mean v1 We assume that the call

maintains control of the n ports for its entire holding time, at the

conclusion of which time it releases all of the ports.

Let C be the steady state number of conference calls, who requested n
n

ports, in the system and define

P1 'N Pr{CM11 C2=i2 1-, CN= }  (B.)

B-2
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with Pl, being the probability a call requesting n ports is lost. It is

intuitively obvious that

PL, fPL2 P< (B.2)

since a call requesting n ports is not blocked as much as a call requesting

(n+l) ports and we do not allow any preempting.

Let

N

S* ma~lrS tad=,.,N) (B.3)

then the steady state equations for P . are
12 N

S* N N
[N-Xq~n+~ : = nVn1 iXQ nP -1..
n=1 n=l l'2"'1 N n- n N

(in~~pnPj 1 * "'1 ' '1 N(B.4)

B-3
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N
when~ ri r <S; . , '. , . 0 if there exist an i < 0 or if

N
E ri > S.
r=1

It is straightforward to show that if pn= XQn'I n for n-1, 2 ,...,N;

the solution to these equations is

P1 2 pN (B. 5)
2 ...1N P 2 0,0,... 0,

where P0,0. ,0 is found by the normalizing condition to be

S[S- r l ] [ -I '-(N-l)r N-1]

-1 S .- N i r
p Or~ _

0,0, . 0 r r' Z'N=O r=l r (B.6)
" r2-=0 0
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where [x] is the greatest integer < x. So the problem rests on being able to

evaluate the suri given in equation (B.6). Arthurs and Kaufman obtained the

same solution for their problem and also showed that the results hold for

general holding times.

The following iterative scheme can be used to quickly evaluate this sum.

For j=0,1,2,...S define

[ /N] r

f(Nj) = PN; (B.7)

r=0

and for i=N-1, N-2, ..., 2, 1 and j = 0, 1, ... , S define

jt
4ig r

Pi (B.8)
f(i,J) = . - f(i+l,j-ir).

r=O

It is interesting to reflect on what f(i,j) represents and to draw some

parallels between this recursion scheme and those that appear in Dynamic

Programming. The quantity f(i,j) can be considered as one has j ports to be

B-5



distributed among the call requesting i, i+l, ..., N ports. In [61 they used

the same scheme to determine P it is similar to the one Buzen 171

used to compute the normalizing constant in the context of network of queues.

In that context Kobayashi 181 gives a summary of the methods that have been

used to efficiently determine these constants.

The required sum is given by f(l,S), so

PO, ,. . f (B.9)
f(l,S)

We note in evaluating equations (B.7) and (B.8) only two vectors of length S+l

have to be stored in the computer.

It turns out that some additional information is directly contained in

f(l,j) for j 0 0, 1, ..., S. Let X present the steady state number of busy

servers; then with a little thought one sees for j 0 0, 1, ... , S

U

f(1,j)-f(1,J-1)
Pr{XfJ} = f(l,S) (B.I0)
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where f(l,-l) = 0. Using equation (B.10) the loss probabilities PL can be

quickly found, for n = 1, 2, ..., N

S
PL , Pr{X=rl = PLn + Pr{X=S+l-n}PL = n-i (B. 11)

n
r=S+l-n

where PL0 = 0. From equation (B.11) one directly sees the inequality

relationship given by equation (B.2). Finally, the overall average loss

probability, PL, is

N

Pl, p PL (B.12)

n= 1L

N

where p = .j pn •
n=f

Although equation (B.lIl) gives us the most! desirable measure of

performance for the system, the iteration procedure described via equations

(B.7) and (B.8) can also be used to give other system performance

characteristics. Let F(T,e ) the corresponding value of f(1.,T) when we
n

recursively use equations (B.7) and (B.8) with S=T and e n (P,O ,.

pn- Op ,n+l...p). The vector 8 is equivalent to a vector of the Pi's

B-8
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but with p set to 0. The probability distribution of the number of calls,

who requested n ports, in the system is given by

i

Pr{C =i = On F(S-nien) (B. 13)n i f(l,S)

for i 0,1,..., !S/nl and n = 1, 2, ... , N.

The same procedure may be used to evaluate the joint probability of Cm
'a

and C for any m and n. If e is the vector Qf P. with p fPn m,n m n

then

p1 p F(S-im-jn,e
Pr{C =i,C =J} = n M'n (B.14)m n i : J! f(1,S)

Using the concept of carried load [91 it is easy to relate PL and the expected

value of C , E{C n. In steady state, we must have the expected number of I
calls requesting n ports in the system equal to the offered load for that

class times the probability it is not lost; so for n I, 2, ... , N we have
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E{C n I pn(-PLn) (B. 15)

Before discussing how one uses these results to quickly and efficiently

determine the required number of ports necessary to ensure a desired grade of

service to be met, a method of computing the probability distribution of the

number of conferencesin the system is discussed. Let C represent the steady

state number of conferences in the system; then it is easy to show that for i<

[sIN]

Pr{C=i} = "_ _ 
(B.16)

f(l,S)'

but for i>[S/N]+l the problem is much more difficult. For these cases we use

another iterative scheme to generate the desired results. Define for k = 0,

1, ... , S

PI

T :j=o,1,..[,

hk(N,j) = (B.17)

0 :j=[ +l ,...,k,

and again the backward relation for n - N-1, N-2, ... , 2, 1

B-10
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J r k

r: P2, h  (n+1,j-r) :j=0,i,...,[ k]
r-O r! k-rn

hk(n,J)

0 :J=[k]+1,...,k

For i - [S/N1+l, ... , S we have

Pr{C=i) S (B. 19)
f(1,S)

It is interesting to consider the amount of computation and storage

required to compute the probability distribution of C and X. For both, one

has to store two vectors; but for X the length of the vector is S+l, whereas

it is (S+1)+(S+2)/2 for C using the storage mapping

h k(n, j).+H(n, t) (B. 20)

where 1 k(k+l)/2 + j. So the computational and storage requirements to

produce the probability distribution of C are greater than for X.

There are several other relations between C and X which should be

presented. First the expected number of conferences in the system is

N

E{C} X E{C )
n-i1
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N
= n== n(I-PLn .( 21

Using the notion of carried load we have "

N

= . nn(-L n).(B.22)

ii'1 np(1P

n=1

We close this section with a discussion of the sizing routine used in this

study. Supposing PL* is the desired average loss probability, we want to know

what value of S will achieve this probability. For the standard Erlang Loss

system, the problem is straightforward because the loss probability with S+l

ports is simply expressed as a function of the loss probability with S ports,

[9]. So one can iteratively increase S until the desired grade of service is

achieved. Since the loss probability is monotonically decreasing in S no

other checks need be done.

In the context of the conference director port sizing, the problem is not

so simple. First, as one will see in the d1ext section, PL is not

monotonically decreasing in S for a fixed load. Secondly, there is no simple

way of determining PL for S+l from PL with S ports. Our sizing method is

based on the following observation from the numerical examples we have

considered. If E(p,S) is Erlang's Loss Formula, then for pn (n-1, 2., N)

fixed
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N

E(p,[S/Z rQr]) + PL (B. 23)
nvil

as S gets large. Since PL is getting small as S is increased and the values

of PL* are usually less than .1, the sizing procedure first determines the

required number of ports, say'S, such that

N

E(p, ['S/ knQn]) <.PL*. (B.24)
nfl

Once S has been found, the average loss probability is computed using S and

n'S. If it is greater than PL*, S is decreased until the average loss

probability is greater than PL*, at which time S is reset to its previous

value. What this procedure does is allow one to determine the number of ports

without having to evaluate the average loss probability for all values of S

less than or equal to S.

3. NUIMERICAL ANALYSIS AND SYSTEM PERFORMANCE 1!
In this section we consider some numerical examples using the results of

section 2. In general the behavior of this system is very interesting and

sometimes extremely sensitive to slight changes in the parameters under

consideration.
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Figure B-1 shows how radical the behavior of this system can be. As a

function of the number of ports, the loss probabilities PL1 , PL9, and PL

are shown. One sees that their behavior is cyclic and that PL1 is not

monotonically decreasing in S. The reason for this strange behavior is simply

explained; when the number of ports is less than nine no calls requiring nine

ports are accepted into the system. So as S is increased from 1 to 8 PL1

decreases monotonically from 1 at S - 0 to basically 0 at S = 8. When S = 9,

those calls requiring nine ports are allowed into the system and occupy nine

ports; thus for periods of time the system has no ports available for the

calls requesting one port. This causes PL1 to jump from 0 at S = 8 to

around .78 at S = 9. When S is increased from 9 to 17, only one call

requesting nine ports is allowed in the system at a time and PL1 starts

decreasing again. When S = 18, two to nine port calls could be in the system

ane the cyclic behavior begins all over. The overall behavior is cyclic in

the number of ports; with cyclic length equal N and an overall downward drift

in the values of loss probabilities.

The five cases shown in Figure B-2 represent the situation where all

parameters are held constant but the variance of the offered load is

monotonically increasing in Figures B-2.A to B-2.F. Usually, in queueing

systems when the variance of one of the underlying random variables is

increased, the measures of performance also increase. In these figures, we

see the opposite happening; as the variance of the offered load is increasing

the average loss probability is decreasing. The basic reason stems from the

fact that as the variance of the offered load is increased the variance in the

number of requests for ports is increased and the system will be better

utilized because requests for a specific number of vacant ports is more likely

to occur.
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In Figure B-3, the case is considered when there are no requests for one

port. In that figure, one has the radical behavior of PL for a small valuen

of S. This behavior is similar to the one we saw in Figure B-1 but not as

pronounced, because we do not have the wide differences in the number of ports

requested. Another result we wish to demonstrate via this figure is that

PL2 = PL3 when S = 3, PL3 = PL4 when S - 4 and PL4 
= PL5 when S 

=

5. The reason we have equality at these points is that we only can have one

type of call in the system at a given time, not both; and since Q1 = 0 a

request for n ports is the same as a request for n+l ports. Once S>N there is

more interaction between the requests for ports and the strange behavior

disappears.

The interaction among the number of calls requesting 1, 2, and 3 ports is

shown in Figure B-4. The covariance of each pair of possible requests is

plotted as a function of S. One immediately sees that there is a high

negative correlation of the number of calls requesting a different number of

ports. In this example there is a high correlation between calls requesting

two and three ports. Basically all these curves are convex in nature. This

stems from the fact that when the number of ports is small, the loss

probabilities are high, and there are not many customers in the system; i.e.,

covariance is small. As the number of ports is increased, more and more calls

from each class are accepted and the correlation becomes greater until the

number of ports is large enough to ensure that the calls begin to act

independently of each other. Again we see the radical performance for small S.
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The final figure (Figure B-5) gives a family of curves for PriC =n

il, n = 1, 2, 3 and Pr{C = i}. This figure does not show any of the

radical behavior that we have seen in the previous figures. As expected,

the variance in the number of calls requesting one port is greater than

those requesting two; which is greater than those requesting three.

Furthermore, the variance of the number of conferences present is not

equal to the sum of the variance of the conference requesting a

particular number of ports because of the dependencies among the

underlying variables.
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